
5. ABLATION STUDY

5.1 Size of the Unsupervised Dataset

We analyzed how the size of the unsupervised training data a↵ect model performance by changing the number
of images used on the unsupervised module. With an unsupervised dataset of size 2, the model performs closer
to a supervised baseline model (72.43%). However, once the supervised dataset contained 100 images, the e↵ect
of improving the accuracy by increasing the number of unsupervised data size was diminished (Table 2).

Table 2. E↵ect of Size of the Unsupervised Dataset

Data Size Accuracy Epoch # Model Start to Overfit

2 76.67% 70
10 76.12% 105
100 80.56% 155
500 80.03% 185
4000 80.31% 200

6. ADDITIONAL UDA EXPERIMENTS

6.1 Augmentation diversity in UDA

To understand the role of diverse augmentations12 in UDA, we evaluated model performance with di↵erent num-
ber of augmentations applied during training. We presented the semi-supervised model with 2 augmentations:
resized crop and rotation. We tested with two more augmentation strategies: (1) the simple condition which
has only one augmentation: resized crop, and (2) the complex condition which has has 4 augmentations: two
augmentations from base condition (resized crop and rotation) and two additional a�ne transformations (hori-
zontal and vertical ±10 degree angle for shear transformation). These experiments were performed via a 4-fold
cross validation.

In Figure 7, it is evident that more augmentation leads to a better model performance. The validation
loss of 4 augmentations keeps decreasing while the model with fewer augmentations already start to overfit the
training data. Table 3 provides the number of epochs each model started to overfit training data demonstrating
the regularization e↵ect of data augmentations. For the complex condition with 4 augmentations, we predict
that running more than 200 epoch will increase the performance even further. These results conform with the
previous research on natural images13 indicating that data augmentation helps UDA to learn underlying data
distribution better and it yields better performance.

Figure 7. Validation loss and accuracy for semi-supervised model with di↵erent number of augmentations


